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Abstract
In multisensory environments, our brains perform causal inference to estimate which sources pro-
duce specific sensory signals. Decades of research have revealed the dynamics which underlie this
process of causal inference for multisensory (audiovisual) signals, including how temporal, spatial,
and semantic relationships between stimuli influence the brain’s decision about whether to integrate
or segregate. However, presently, very little is known about the relationship between metacognition
and multisensory integration, and the characteristics of perceptual confidence for audiovisual signals.
In this investigation, we ask two questions about the relationship between metacognition and multi-
sensory causal inference: are observers’ confidence ratings for judgments about Congruent, McGurk,
and Rarely Integrated speech similar, or different? And do confidence judgments distinguish between
these three scenarios when the perceived syllable is identical? To answer these questions, 92 online
participants completed experiments where on each trial, participants reported which syllable they per-
ceived, and rated confidence in their judgment. Results from Experiment 1 showed that confidence
ratings were quite similar across Congruent speech, McGurk speech, and Rarely Integrated speech.
In Experiment 2, when the perceived syllable for congruent and McGurk videos was matched, con-
fidence scores were higher for congruent stimuli compared to McGurk stimuli. In Experiment 3,
when the perceived syllable was matched between McGurk and Rarely Integrated stimuli, confidence
judgments were similar between the two conditions. Together, these results provide evidence of the
capacities and limitations of metacognition’s ability to distinguish between different sources of mul-
tisensory information.
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1. Introduction

Our brains quickly and effortlessly integrate incongruent audiovisual sensory
signals to produce a coherent perception of the world. For example, the presen-
tation of incongruent numbers of brief flashes and beeps often yields illusory
perception of phantom flashes (Shams et al., 2000). Simultaneous, spatially
discrepant audiovisual signals can cause the auditory component to be mislo-
calized close to where the visual component occurred (Pick et al., 1969; Welch
and Warren, 1980). And incongruent audiovisual speech syllables (e.g., audi-
tory “Ba” and visual “Ga”) can produce perception of a unique, third syllable
(e.g., “Da”) (McGurk and MacDonald, 1976). These examples of multisen-
sory integration are often referred to as “illusions” in the scientific literature
(Stevenson et al., 2012) and reflect a general principle: when sensory cues are
in conflict with one another, our brains have specific mechanisms which rec-
oncile differences to produce unified, integrated perception (Ernst and Banks,
2002; Knill and Richards, 1996; Körding et al., 2007).

While behavioral and computational studies of these multisensory illusions
abound, little is known about the relationship between metacognition and mul-
tisensory integration. Metacognition can be generally defined as “thinking
about thinking” (Flavell, 1979); in perceptual paradigms, metacognition can
be measured by obtaining confidence ratings in perceptual decisions (Fleming
and Lau, 2014). While the study of visual metacognition is well-established
(Rahnev et al., 2022), research on the relationship between multisensory inte-
gration and metacognition is limited to only a few studies (White et al., 2014),
and how metacognitive judgments interact with the process of “causal infer-
ence” that influences sensory integration remains almost entirely unexplored
(Deroy et al., 2016; Shams and Beierholm, 2010, 2021). In this investigation,
we ask the following questions: does the average level of confidence differ
for sensory information that is integrated from discrepant sources, segregated
from multiple sources, or arises from only a single source? And more specif-
ically, if the reported percept across different scenarios is the same, does the
average level of confidence distinguish between congruent speech, integrated
speech, and segregated speech?

Answering these questions is critical to better understand the relationship
between metacognition and the hierarchical computations that form the basis
of all sensory experiences, including multisensory integration (Körding et
al., 2007; McGovern et al., 2016; Rohe and Noppeney, 2015; Rohe et al.,
2019). Currently, multisensory integration is thought to reflect the principles
of Bayesian causal inference, as audiovisual cues are integrated or segregated
based on a combination of noisy sensory encoding and priors that govern per-
ception of a common cause (Magnotti et al., 2018; Odegaard et al., 2015;
Rohe and Noppeney, 2015). This process of inference has been accounted for
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by Bayesian models (Körding et al., 2007; Magnotti and Beauchamp, 2017;
Magnotti et al., 2013, 2018; Shams and Beierholm, 2010) which assume that
observers have access to noisy sensory representations, but must infer the
underlying causes of information which generated the signals. In a McGurk
speech perception task, the number of causes can either be one (C = 1) if the
stimuli are integrated, or two (C = 2) if the stimuli are segregated.

It is currently unknown whether our metacognitive awareness of this pro-
cess is limited to the integrated end product of the sensory inference, or
whether it can distinguish between congruent, incongruent, and illusory sen-
sory content produced by various causal structures, especially when the final
percept is the same (Fig. 1). Previous research provides preliminary evidence
that metacognition may be able to distinguish among different causal scenar-
ios (White et al., 2014), but supporting data is sparse, and more research is
needed.

In the present study, we addressed this topic in experiments which assess
metacognitive judgments for audiovisual McGurk speech stimuli. In our first
experiment, observers viewed nine different videos from three mutually exclu-
sive categories: stimuli that are rarely integrated, stimuli that often produce a
McGurk illusion, and fully congruent audiovisual stimuli. On each trial, they
rated confidence from 0 (not at all confident) to 100 (extremely confident)
in their perceptual judgment. Our hypothesis was that observers would dis-
play the lowest confidence in illusory McGurk trials, the highest confidence in

Figure 1. Different audiovisual speech–syllable combinations can yield identical reported per-
cepts. In the standard McGurk paradigm (McGurk and MacDonald, 1976), an observer views
a short audiovisual video which contains an auditory syllable (“A =” in each panel) and a vis-
ible person (or mouth) pronouncing a single syllable (“V =” in each panel). This paradigm
can result in three scenarios: congruent speech, if the auditory and visual syllables are identi-
cal (left panel); integrated speech, if the auditory and visual syllables are inferred to originate
from a single cause (C = 1) and produce perception of an intermediate, third syllable (middle
panel); and segregated speech, where syllables differ enough that they are perceived as coming
from distinct causes (C = 2) and the participant most often reports perceiving the auditory syl-
lable (right panel). Interestingly, these three scenarios can potentially all give rise to the same
perceived syllable (“Pa”), as in the example shown here.
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fully congruent audiovisual speech, and moderate confidence in syllable com-
binations that are rarely integrated. In Experiment 2, we implemented a new
task with 12 different audiovisual videos; our main analysis involved selecting
pairs of trials where the integrated McGurk percept matched a particular type
of congruent audiovisual trial (e.g., auditory Ba/visual Ga causes an observer
to perceive “Da,” and visual Da/auditory Da causes an observer to perceive
“Da”). We hypothesized that observers would be more confident in fully con-
gruent trials compared to McGurk trials, even when these trials resulted in the
identical reports. In our third experiment, we evaluated whether confidence
judgments would distinguish between scenarios where the reported percept
was the same, but the underlying causal structure of the stimuli was different.
Our hypothesis was that, on average, subjects would express higher confidence
in stimuli that were rarely integrated, as these percepts would likely be less
ambiguous than McGurk percepts. Thus, across our three experiments, we ask
whether metacognition can differentiate between congruent, integrated, and
segregated speech with unmatched reports (Experiment 1), whether metacog-
nition can distinguish between congruent and integrated scenarios where the
reported percept is the same and the underlying causal structure is the same
(C = 1) (Experiment 2), and whether metacognition can distinguish between
scenarios where the reported percept is the same, but the underlying causal
structure is different (i.e., C = 1 and C = 2) (Experiment 3).

Results from the first experiment revealed that confidence was highest on
congruent speech, intermediate for rarely integrated incongruent speech, and
lowest for McGurk speech, but a linear mixed-effects model (with speech
condition as a fixed factor) revealed that the effect of speech type was not
significant. In our second experiment, we showed that even when the per-
ceived syllable was the same, confidence was higher for audiovisual congruent
speech compared to McGurk speech. This indicates that even when multi-
sensory percepts are identical (Deroy et al., 2016; Freeman and Simoncelli,
2011), metacognition can distinguish congruent and integrated speech. In our
third experiment, results showed that confidence judgments were quite simi-
lar between McGurk stimuli and rarely integrated stimuli with matched per-
cepts. Together, these results provide evidence regarding both the capacities
and limitations of metacognition to distinguish different types of multisensory
information.

2. Experiment 1

2.1. Method

In Experiment 1, we explored whether confidence judgments for audiovisual
speech differ across conditions with congruent audiovisual syllables, McGurk
syllables, and rarely integrated audiovisual syllable combinations.
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2.2. Participants

Thirty-five participants enrolled in this online experiment, which was coded
in jsPsych 6.3.1 (de Leeuw, 2015), and launched using custom code through
Google Drive’s Application Programming Interface (API). Participants were
recruited through Prolific.co, and were awarded $4.30 upon completion of
the task. Three participants completed less than half of the task and were
excluded from further analysis; additionally, two participants refreshed their
browser window while completing the experiment and completed most of the
task twice, so they were also excluded. Thus, 30 participants were included in
our final analysis (18 men, 12 women; mean age = 32.8 years).

2.3. Stimuli

For our McGurk stimuli, we selected video and audio clips from the Oldenburg
Audio Visual Speech Stimuli (OLAVS) set (Stropahl et al., 2017) and created
nine audiovisual combinations using Adobe Premiere Pro (Version 22) (see
Table 1). Our reason for using these specific stimuli was to have a balanced
stimulus design, with three fully-congruent audiovisual stimulus pairs (audi-
tory Ba/visual Ba; auditory Ma /visual Ma; auditory Pa/visual Pa), three pairs
known to produce illusory McGurk syllables (auditory Ba/visual Ga = per-
ceive Da or Ma; auditory Pa/visual Na = perceive Ka or Ta, and auditory
Ma/visual Ta = perceive Na or La), and three pairs of incongruent stimuli that
are rarely integrated (auditory Da/visual Ma; auditory Na/visual Da; auditory
Ta/visual Ga). All auditory and visual stimuli were from speaker TK01 in the
Stropahl et al. (2017) dataset. There were four potential answer options on
each trial. For McGurk trials, the possible answer choices corresponded to the
visual syllable, the auditory syllable, and two syllables which reflect “fused”
percepts (from Table 1 in Stropahl et al., 2017). For Rarely Integrated trials,
the possible answer choices corresponded to the visual syllable, the auditory

Table 1.
Audiovisual syllable combinations and answer options for Experiment 1

Stimulus type Auditory syllable Visual syllable Answer options

Congruent Ba Ba Ba, Pa, Ga, Ma
Ma Ma Ma, Pa, Ga, Ba
Pa Pa Pa, Ta, Ga, Ba

McGurk Ba Ga Ba, Ga, Da, Ma
Pa Na Pa, Na, Ka, Ta
Ma Ta Ma, Ta, Na, La

Rarely Integrated Da Ma Da, Ma, Ta, Ga
Na Da Na, Da, Ka, Ma
Ta Ga Ta, Ga, Ka, Da
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syllable, and two “foil” answers that did not correspond to any presented or
integrated percept. For congruent trials, we selected the correct syllable, as
well as three potential foils.

2.4. Procedure

Participants began our online task by enrolling through the website Prolific.co.
Following a welcome screen, participants read through our online consent
form (IRB #201902462, University of Florida) and provided consent by check-
ing a box next to the statement, “I agree to participate in this study.” Next,
participants reported their sex, age, and viewed a photograph which demon-
strated roughly how far they should be from the screen while participating
in the experiment. Participants were then presented with a sample McGurk
video, and were asked to adjust their speaker volume to a comfortable level.
They could press a “repeat” button as many times as necessary to adjust the
volume; a “continue” button moved the experiment forward.

Following this, participants completed nine practice trials. On each prac-
tice trial, a video of the speaker was presented for 2000 ms, and then the
answer options were shown. Participants provided a categorical answer about
the perceived syllable by pushing a button on the screen with their mouse cur-
sor. Next, participants provided an answer about their confidence by moving a
slider on the screen on a continuous scale from 0 (no confidence) to 100 (fully
confident).

After the practice session, participants began the real experiment which
consisted of three blocks of 45 trials. As in the practice, on each trial par-
ticipants were shown an audiovisual video of a speaker, which could contain
congruent, McGurk, or rarely integrated audiovisual syllables. Following each
video, answer options were shown, which were customized for each specific
video type (see Table 1). The answer option order was randomized on each
trial. After they reported the perceived syllable, participants rated their con-
fidence in each judgment on the scale from 0 to 100. The slider started from
a random position on each trial, and moved in increments of 1 on the scale.
Participants were allowed to take breaks between blocks. Upon finishing the
task, participants were given a “completion code” to receive payment for their
time and effort.

2.5. Results

We investigated whether metacognitive judgments could distinguish between
McGurk speech and other forms of audiovisual speech. Use of a repeated-
measures ANOVA in this design would produce biased standard errors and
thus an increased type-I error rate, due to multiple ratings per subject and
multiple ratings per item (Brauer and Curtin, 2018). Thus, to answer this ques-
tion, we conducted a linear mixed-effects model with condition as a fixed
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factor with three levels (Congruent, McGurk, Rarely Integrated). Previous
work advises that whenever a given subject provides multiple data points, a
by-subject random intercept should be included, and when all subjects evalu-
ate the same set of items, a by-item random intercept should be specified as
well (Brauer and Curtin, 2018); thus, we also included random intercepts for
subject and stimuli, as well as a by-subject random slope for our “condition”
predictor, which varied within subjects.

We conducted our linear mixed-effects model in JAMOVI (Version 2.3.18.0;
https://www.jamovi.org) and created plots using an identical model in Rstudio
(2022.07.2; https://posit.co/download/rstudio-desktop). There was no effect
of condition (see Table 2); specifically, the effects for McGurk–Congruent
(b = −8.21, t6.65 = −1.32, p = 0.23) and Rarely Integrated–Congruent were
not statistically significant (b = −5.53, t7.09 = −0.87, p = 0.41).

As shown in Fig. 2A, while the estimated marginal means revealed that
the trend posited by our hypothesis was present, with Congruent having the
highest confidence (Mean = 89.6, SE = 4.51), Rarely Integrated with second-
highest confidence (Mean = 84.0, SE = 4.72), and McGurk stimuli with the
lowest confidence (Mean = 81.4, SE = 4.85), heterogeneity existed in the ran-
dom effects for each stimulus (Fig. 2B). For instance, even though congruent

Table 2.
Fixed-effect parameter estimates and random components for the linear mixed-effects model in
Experiment 1

Fixed effects parament estimates

95% confidence
interval

Names Effect Estimate SE Lower Upper df t p

(Intercept) (Intercept) 84.99 2.96 79.2 90.79 11.80 28.714 <.001
Condition 1 McGurk–Congru −8.21 6.22 −20.4 3.99 6.65 −1.319 0.231
Condition 2 Rarely–Congru −5.53 6.32 −17.9 6.87 7.09 −0.874 0.411

Random components

Groups Name SD Variance ICC

Subject (Intercept) 8.89 79.0 0.280
Condition 1 7.67 58.8
Condition 2 9.85 97.0

Stimulus (Intercept) 7.39 54.7 0.212
Residual 14.27 203.6
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Figure 2. Predicted confidence ratings from our linear mixed-effects model and stimulus-
specific random effects for judgments about audiovisual speech. (A) Predicted confidence rat-
ings for stimuli from congruent, McGurk and Rarely Integrated conditions. (B) Random effects
for each stimulus type. For each stimulus label, the auditory syllable is listed first, and the visual
syllabus is listed second. In descending order, the first three labels are the congruent conditions;
the next three labels are the McGurk conditions; the final three labels are the Rarely Integrated
conditions.

trials had the highest overall confidence, the random effect for stimulus Audi-
tory Ba–Visual Ba revealed a lower value than the random effect for stimulus
Auditory Ma–Visual Ta, which was a McGurk stimulus. Variance for the inter-
cepts across participants (σ = 79.0) and across stimuli (σ = 54.7) indicated
the impact was notable [Intraclass Correlation Coefficient (ICC) = 0.28 and
0.21, respectively], but overall, speech type conditions had a minimal influ-
ence on confidence levels.

As expected, the number of syllable reports that selected the auditory stimu-
lus exhibited high rates for the Congruent (mean = 92.7%, SD = 26.1%) and
Rarely Integrated (mean = 93.1%, SD = 25.3%) conditions, but a low rate
for selecting the auditory response in the McGurk condition (mean = 27.9%,
SD = 44.9%). This low rate in the McGurk condition was primarily driven
by a strong tendency to select one of the two perceptual fusion responses; on
McGurk trials, fused responses made up 71.5% of answers, with responses
to the auditory syllable much less frequent (27.9%) and responses reporting
the visual component extremely rare (0.5%). As anticipated based on previ-
ous research (Stropahl et al., 2017), the fusion rates for the three different
McGurk conditions were quite comparable, with auditory Ba/visual Ga, audi-
tory Pa/visual Na, and auditory Ma/visual Ta all yielding comparable rates of
fused responses (means = 72.0%, 67.2%, and 75.2%, respectively).

These average binding rates across subjects provide one perspective on the
data, but it is important to note that on a subject-by-subject basis, many sub-
jects exhibited all-or-none binding with McGurk stimuli (Basu Mallick et al.,
2015), and some experienced binding in an intermediate range. For exam-
ple, for auditory Ba/visual Ga McGurk stimuli, 12 out of 30 subjects always
reported one of the two fused percepts, three never reported a fused percept,
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and 15 reported fused percepts for some proportion of the stimuli. For audi-
tory Pa/visual Na McGurk stimuli, nine always reported a fused percept, five
never reported a fused percept, and 16 reported fused percepts for some of the
stimuli. Lastly, for auditory Ma/visual Ta stimuli, 16 always reported a fused
percept, four never reported a fused percept, and 10 reported a fused percept
at least some of the time.

3. Experiment 2

3.1. Method

After demonstrating in Experiment 1 that confidence was similar across con-
gruent, McGurk, and rarely integrated speech, in Experiment 2, we aimed
to determine whether confidence differed between congruent and illusory
speech where the reported percept was identical (Deroy et al., 2016). Pre-
vious research has identified pairs of stimuli which produce the same percep-
tual reports (Freeman and Simoncelli, 2011), but it remains an open question
whether metacognitive systems distinguish between different types of multi-
sensory stimuli yielding the same reported percept (Deroy et al., 2016; Shams
and Beierholm, 2021).

3.2. Participants

Forty-two participants enrolled in our second online experiment, which was
coded using jsPsych 6.3.1 (de Leeuw, 2015) and Google’s web API, and
administered through Prolific.co. Participants were awarded $4.30 upon com-
pletion of the task. Seven participants completed less than half of the task and
were excluded from further analysis; one participant refreshed the browser
window while completing the experiment and completed most of the task
twice, and was also excluded; two other subjects had data packet errors caus-
ing mismatches between trials and responses, and were also excluded. Thus,
32 participants were included in our final analysis (12 men, 19 women, one
unreported; mean age = 29.9 years).

3.3. Stimuli

For our McGurk stimuli in Experiment 2, we selected video and audio clips
from the Oldenburg Audio Visual Speech Stimuli (OLAVS) set (Stropahl et
al., 2017) and created twelve audiovisual combinations from Speaker TK01
using Adobe Premiere Pro (Version 22). Our reason for using stimuli from
three conditions was to have a balanced stimulus design between fully con-
gruent syllables, McGurk syllable combinations, and incongruent syllable
combinations that are rarely integrated, so that participants would not always
be integrating stimuli on every trial. Our fully congruent audiovisual stim-
ulus pairs included auditory Na/visual Na, auditory Pa/visual Pa, auditory
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Table 3.
Stimulus types, audiovisual syllable combinations, answer options, and the targeted matched
response (between Congruent and McGurk conditions) for Experiment 2

Stimulus type Auditory syllable Visual syllable Answer options matched response

Congruent Na Na Na, Ma, La, Ka Na
Pa Pa Pa, Ta, Ga, Ba Pa
Da Da Da, Ga, Ka, Ta Da
Ta Ta Ta, Ka, Ga, Da Ta

McGurk Ma Ta Ma, Ta, Na, La Na
Ba Ta Ba, Ta, Pa, Da Pa
Ba Ka Ba, Ka, Ga, Da Da
Pa Da Pa, Da, Ka, Ta Ta

Rarely Integrated Na Da Na, Da, Ka, Ma N/A
Pa Ta Pa, Ta, Ka, Da N/A
Ga Ta Ga, Ta, Ka, Na N/A
Ta Ma Ta, Ma, Pa, Da N/A

Da/visual Da, and auditory Ta/visual Ta. Our McGurk stimulus pairs included
auditory Ma/visual Ta, auditory Ba/visual Ta, auditory Ba/visual Ka, and audi-
tory Pa/visual Da. Our incongruent pairs that were rarely integrated included
auditory Na/visual Da, auditory Pa/visual Ta, auditory Ga/visual Ta, and audi-
tory Ta/visual Ma (see Table 3). Our motivation for selecting these specific
stimuli was to create conditions where the perceived syllable could be matched
across the congruent and McGurk conditions. For example, the perceived syl-
lable in each of the congruent conditions listed above is, respectively: Na, Pa,
Da, Ta. After piloting the McGurk conditions, we found that the four McGurk
conditions described above can also produce (in many individuals) the per-
ceived syllables Na, Pa, Da, and Ta.

3.4. Procedure

Following acceptance of our online consent form, participants completed a
“virtual chinrest” test to measure viewing distance, a sound check screen to
allow them to adjust volume to a comfortable level, and introductory screens
with task instructions. Subjects also reported their age and their biological
sex on the introductory screens. Participants then completed three practice
trials to acquaint themselves with the primary task. On each practice trial,
a given video of a McGurk speaker was presented for approximately 2000 ms.
They provided a categorical answer about the perceived syllable by pushing
a button on the screen participants provided an answer about their confidence
by moving a slider on a continuous scale from 0 (no confidence) to 100 (fully
confident).
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After the practice session, participants began the real experiment which
consisted of 3 blocks of 60 trials. As in the first experiment, participants per-
formed two tasks on each trial: (1) they reported the syllable they perceived
after hearing/seeing the audiovisual video; and (2) they rated their confidence
in each judgment on the scale from 0 to 100. Participants were allowed to
take breaks between blocks. Upon finishing the task, participants were given a
“completion code” to receive payment for their time and effort.

3.5. Results

To determine if confidence judgments could distinguish between congruent
videos and McGurk videos when the reported syllable was the same, we first
filtered our dataset to select responses where the condition was either Congru-
ent or McGurk, and the perceived syllable was matched between those two
conditions. Next, we fit a linear mixed-effects model with fixed effects for
response, condition, and the response*condition interaction, as well as ran-
dom intercepts for subjects and stimuli. Results of our fixed-effects model are
shown below in Table 4.

However, we note that our primary comparison of interest for this task
was to evaluate if confidence differed between congruent and illusory speech
where the reported percept was identical. The post-hoc test for the difference
between Congruent and McGurk stimuli with matched percepts was signifi-
cant (t = 2.13, p = 0.03); the estimated marginal means showed that overall,
with matched syllable reports, the congruent stimuli exhibited higher overall
confidence (mean = 91.8, SE = 3.28) than the McGurk stimuli (mean = 82.9,
SE = 3.54), and this trend appeared to be evident across all four response
types: Da, Na, Pa, and Ta (Fig. 3). To further explore whether the differences
between congruent and McGurk responses to any specific response type were
significant, we investigated the simple effects of condition; interestingly, none
of the four tests were significant (Da: t = −1.51, p = 0.13; Na: t = −0.56,
p = 0.58; Pa: t = −0.84, p = 0.40; Ta: t = −1.41, p = 0.16). This was driven
in large part to include the random intercept for stimulus in our model; when
this intercept was removed, all post-hoc tests were highly significant, but since
each subject evaluated the same set of items (Brauer and Curtin, 2018), we
concluded that it was best to include this term.

Overall, the rates of how often participants perceived “fused” stimuli in the
McGurk conditions was 71.4%, with fusion rates ranging between 61% and
79% for any specific condition. This fusion rate is in line with previous reports
using these videos (Stropahl et al., 2017). The next most common responses in
the McGurk trials were to report the auditory component of what was shown
(26.0%), and the least common response was to report the visual component
of the video (2.5%).
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Table 4.
Fixed-effect parameter estimates and random components for the linear mixed-effects model in
Experiment 2

Fixed effects parament estimates

95% confidence
interval

Names Effect Estimate SE Lower Upper df t p

(Intercept) (Intercept) 87.358 2.70 82.08 95.640 183 32.4146 <.001
Response 1 Na–Da 7.739 5.63 −3.29 18.764 2426 1.3758 0.169
Response 2 Pa–Da 5.023 6.21 −7.14 17.186 2427 0.8095 0.418
Response 3 Ta–Da 5.301 5.62 −5.72 16.324 2426 0.9426 0.346
Condition 1 McGurk–

Congru
−8.938 4.19 −17.15 −0.731 2426 −2.1345 0.033

Response 1 *
Condition 1

Na–
Da*McGurk–
Congru

7.573 11.25 −14.48 29.622 2426 0.6732 0.501

Response 2 *
Condition 1

Pa–
Da*McGurk–
Congru

3.955 12.41 −20.36 28.273 2426 0.3188 0.750

Response 3 *
Condition 1

Ta–
Da*McGurk–
Congru

0.842 11.25 −21.20 22.887 2426 0.0749 .0940

Random components

Groups Name SD Variance ICC

Subject (Intercept) 9.60 92.1 0.359
Stimulus (Intercept) 5.58 31.1 0.159
Residual 12.82 164.3

On a subject-by-subject basis, many subjects exhibited all-or-none binding
with McGurk stimuli, and some experienced binding in an intermediate range.
For example, for auditory Ma/visual Ta McGurk stimuli, 12 out of 32 subjects
always reported one of the two fused percepts, two never reported a fused
percept, and 18 reported fused percepts for some proportion of the stimuli. For
auditory Ba/visual Ta McGurk stimuli, 12 always reported a fused percept, one
never reported a fused percept, and 19 reported fused percepts for some of the
stimuli. For auditory Ba/visual Ka McGurk stimuli, 12 always reported a fused
percept, one never reported a fused percept, and 19 reported fused percepts for
some of the stimuli. Lastly, for auditory Pa/visual Da stimuli, nine always

Downloaded from Brill.com02/27/2023 01:25:02PM by bodegaard@ufl.edu
via communal account



Multisensory Research (2023) DOI:10.1163/22134808-bja10094 13

Figure 3. Confidence in audiovisual speech perception for matched syllables. The estimated
marginal means are plotted for specific response types (Da, Na, Pa, Ta) for the congruent and
McGurk conditions. Error bars represent standard error.

reported a fused percept, three never reported a fused percept, and 20 reported
a fused percept at least some of the time.

4. Experiment 3

4.1. Method

In Experiment 3, we aimed to determine whether confidence differs between
McGurk speech and Rarely Integrated speech when the reported percept was
identical (Deroy et al., 2016). While Experiment 2 provided evidence that con-
fidence distinguished between Congruent and illusory McGurk speech with
matched percepts, both of these conditions are characterized by the same
causal scenario (Fig. 1). Thus, it remains an open question whether metacogni-
tive systems distinguish between different types of multisensory stimuli when
the causal structure differs across stimuli with matched reports (Deroy et al.,
2016; Shams and Beierholm, 2021).

4.2. Participants

Thirty participants enrolled in this online experiment, which was coded in
jsPsych 6.3.1 (de Leeuw, 2015), and launched through the website Cogni-
tion.run. Participants were recruited through Prolific.co and were awarded
$4.30 upon completion of the task. All participants successfully completed
the task and no data were excluded; thus, 30 participants were included in our
final analysis (24 women, six men; mean age = 34.3 years).

4.3. Stimuli

For our McGurk stimuli in Experiment 3, we again utilized video and audio
clips from the Oldenburg Audio Visual Speech Stimuli (OLAVS) (Stropahl
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Table 5.
Stimulus types, audiovisual syllable combinations, answer options, and the possible matched
syllable (between the McGurk and Rarely Integrated conditions) for Experiment 3

Stimulus type Auditory syllable Visual syllable Answer options Matched response

McGurk Ma Ta Ma, Ta, Na, La Na
Ba Ka Ba, Ka, Ga, Da Da
Pa Da Pa, Da, Ka, Ta Ta

Rarely Integrated Na Da Na, Da, Ka, Ma Na
Da Ma Da, Ma, Ba, Na Da
Ta Ga Ta, Ga, Ka, Da Ta

et al., 2017) and created six audiovisual combinations from Speaker TK01
using Adobe Premiere Pro (Version 22). We had two conditions: McGurk
stimuli and “Rarely Integrated” stimuli, with each condition consisting of three
unique audiovisual combinations. The McGurk stimuli pairs included auditory
Ma/visual Ta, auditory Ba/visual Ka, and auditory Pa/visual Da. The “Rarely
Integrated” incongruent stimulus pairs included auditory Na/visual Da, audi-
tory Da/visual Ma, and auditory Ta/visual Ga. Our motivation for selecting
these specific stimuli was to create conditions with matched reported per-
cepts between the McGurk and Rarely Integrated conditions, to evaluate how
metacognition tracks cue recovery. Thus, the anticipated perceived syllables
for each of the three McGurk and Rarely Integrated conditions were “Na,”
“Da,” and “Ta,” respectively (Table 5).

For McGurk trials, the possible answer choices that were shown to subjects
corresponded to the visual syllable, the auditory syllable, and two syllables
which reflect “fused” percepts (from Stropahl et al., 2017). For Rarely Inte-
grated trials, the possible answer choices corresponded to the visual syllable,
the auditory syllable, and two “foil” answers that did not correspond to any
presented or integrated percept.

4.4. Procedure

As in Experiment 1, participants began our online task by enrolling through the
website Prolific.co. Following a welcome screen, participants read through our
online consent form (IRB #201902462, University of Florida) and provided
consent by checking a box next to the statement, “I agree to participate in
this study.” Next, participants viewed an example photo which demonstrated
how they should sit roughly one arm’s length away from the screen. Following
this, each participant’s web camera was activated and they needed to ensure
that their face was within view of the camera. After reporting their sex and age,
participants were shown a sample 2-s McGurk stimulus video, and instructed
that they could adjust the volume to a comfortable level for the experiment.

Downloaded from Brill.com02/27/2023 01:25:02PM by bodegaard@ufl.edu
via communal account



Multisensory Research (2023) DOI:10.1163/22134808-bja10094 15

Participants could repeat the video as many times as necessary as they adjusted
the volume.

Next, participants completed six practice trials, viewing each of the six
stimuli one time. On each trial, participants reported which syllable they
perceived (selected from one of four possible options), and then rated their
confidence in this report by moving a slider on a continuous scale from 0 (no
confidence) to 100 (fully confident). Once the practice trials finished, partici-
pants began the main experiment, which consisted of two blocks of 60 trials
(120 trials totals). Each of the three McGurk stimuli were presented 20 times
each in the experiment; each of the three rarely integrated stimuli were pre-
sented 20 times each in the experiment. As in the practice session, participants
reported the syllable on each trial, and also rated their confidence on the 0
to 100 scale. Upon completing the task, participants were given a completion
code and were re-routed to Prolific.co to receive payment.

4.5. Results

To determine if confidence judgments could distinguish between McGurk
videos and Rarely Integrated videos when the reported syllable was the same,
we first filtered our dataset to select responses where the condition was either
McGurk or Rarely Integrated, and the perceived syllable was the one that we
aimed to match between those two conditions (see Table 5). Next, we fit a
linear mixed-effects model with fixed effects for response, condition, and the
response*condition interaction, as well as random intercepts for subjects and
stimuli. None of the fixed effects in this model were significant (see Table 6).

The estimated marginal means showed that, with matched syllable reports,
the McGurk stimuli exhibited very similar overall confidence (mean = 87.6,
SE = 4.34) to the Rarely Integrated stimuli (mean = 88.6, SE = 4.34),
though we do note some stimulus-specific heterogeneity (see Fig. 4). The esti-
mated marginal mean was slightly higher for rarely integrated “Ta” responses
(mean = 92.4; SE = 6.86) compared to McGurk “Ta” responses (mean =
90.0; SE = 6.87) and slightly higher for rarely integrated “Na” responses
(mean = 91.4; SE = 6.86) compared to McGurk “Na” responses (mean =
88.0; SE = 6.86), but simple-effects tests confirmed that neither of these dif-
ferences were significant (Ta: t = 0.27, p = 1.0; Na: t = 0.37, p = 1.0). The
estimated marginal mean for Da responses was slightly higher for McGurk
(mean = 84.9; SE = 6.87) compared to Rarely Integrated stimuli (mean =
82.0; SE = 6.86), but this difference was also not statistically significant
(t = −0.31, p = 1.0).

Because there were two answer choices on each McGurk trial that could
be considered “fused,” (see Table 1; Stropahl et al., 2017) this paradigm car-
ried the risk of not producing matched syllable content. While three of our
four conditions were quite robust in producing high numbers of subjects with
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Table 6.
Fixed-effect parameter estimates and random components for the linear mixed-effects model in
Experiment 3

Fixed effects parament estimates

95% confidence
interval

Names Effect Estimate SE Lower Upper df t p

(Intercept) (Intercept) 88.100 3.43 81.37 94.8 1.19e−7 25.660 1.000
Response 1 Na–Da 6.283 6.51 −6.46 19.0 4.19e−8 0.967 1.000
Response 2 Ta–Da 7.774 6.51 −4.98 20.5 4.19e−8 1.194 1.000
Condition 1 Rarely–

McGurk
0.996 5.32 −9.42 11.4 4.19e−8 0.187 1.000

Response
1*Condition 1

Na–
Da*Rarely–
McGurk

6.300 13.02 −19.21 31.8 4.19e−8 0.484 1.000

Response
2*Condition 1

Ta–
Da*Rarely–
McGurk

5.344 13.02 −20.17 30.9 4.19e−8 0.410 1.000

Random components

Groups Name SD Variance ICC

Subject (Intercept) 11.91 141.8 0.557
Stimulus (Intercept) 6.49 42.1 0.272
Residual 10.61 112.6

matched syllable content, we did notice that one condition was deficient in this
sample: for auditory Ba/visual Ta, perceiving the McGurk syllable “Pa” was
a relative rarity, with only four out of 32 subjects producing matched syllable
content. This contrasted the robust matching in the other three conditions, with
each condition producing matched syllable content in at least 29 out of the 32
subjects.

Overall, the rates of how often participants perceived “fused” stimuli in
the McGurk conditions was 64.9%, with fusion rates ranging between 61%
and 69% for any specific condition (Ba–Ka mean fusion = 68.5%, SD =
46.5%; Ma–Ta mean fusion = 64.7% SD = 47.8%, Pa–Da mean fusion =
61.5%, SD = 48.7%). This fusion rate is in line with previous reports using
these videos (Stropahl et al., 2017). The next most common responses in the
McGurk trials were to report the auditory component of what was shown
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Figure 4. Confidence in audiovisual speech perception for McGurk and Rarely Integrated with
matched perceived syllables. The estimated marginal means are plotted for specific response
types (Da, Na, Ta) for the McGurk and Rarely Integrated conditions. Error bars represent stan-
dard error.

(34.0%), and the least common response was to report the visual component
of the video (1.1%).

On a subject-by-subject basis, many subjects exhibited all-or-none bind-
ing with McGurk stimuli (Basu Mallick et al., 2015), and some experienced
binding in an intermediate range. For example, for auditory Ma/visual Ta
McGurk stimuli, 11 out of 30 subjects always reported one of the two fused
percepts, four never reported a fused percept, and 15 reported fused percepts
for some proportion of the stimuli. For auditory Ba/visual Ka McGurk stimuli,
11 always reported a fused percept, four never reported a fused percept, and 15
reported fused percepts for some of the stimuli. Lastly, for auditory Pa/visual
Da stimuli, eight always reported a fused percept, six never reported a fused
percept, and 16 reported a fused percept at least some of the time.

5. Discussion

In this investigation, we aimed to answer two questions: can metacognition
distinguish between congruent, integrated, and segregated audiovisual speech?
And can it do so when the reported percepts are the same? Using McGurk
speech stimuli (Stropahl et al., 2017), in our first experiment, results showed
that, despite slight differences, confidence judgments were quite similar over-
all between Congruent speech, McGurk speech, and Rarely Integrated speech.
In our second experiment, when the perceptual content was matched between
Congruent and McGurk trials, confidence was higher for each congruent
condition compared to the matched McGurk percept. Our third experiment
showed that confidence in perceived syllables for Rarely Integrated trials and
McGurk trials with matched percepts were quite similar. These results indicate
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that it might be challenging for confidence judgments to distinguish between
different causal structures when the percept is matched.

As previous research has noted (Deroy et al., 2016), little is currently known
about the relationship between metacognition and multisensory integration
(Garzorz and Deroy, 2020). One previous investigation provided prelimi-
nary evidence that confidence differs between different forms of audiovisual
speech: in a study of speech perception in schizophrenia, age-matched con-
trols exhibited lower confidence (on average) with McGurk speech, compared
to fully congruent or incongruent audiovisual speech (White et al., 2014).
Results from our first experiment show that rates of confidence between Con-
gruent, McGurk, and Rarely Integrated speech are quite similar. Presently,
questions about whether or not metacognition can distinguish between stim-
uli that yield matched reports with different underlying causal structures, or
access the underlying unisensory cues in different contexts, have remained
unanswered (Deroy et al., 2016; Shams and Beierholm, 2021). Here, we pro-
vide preliminary evidence that even when reported percepts are identical, con-
fidence judgments can distinguish between two specific speech types where
the inferred causal structure is the same (Congruent and McGurk stimuli), but
confidence judgments may struggle to tease apart McGurk and Rarely Inte-
grated stimuli, where the inferred causal structure is different.

Our findings can inform the debate about whether metacognition is involved
in perceptual reality monitoring (Gershman, 2019; Lau, 2019), as higher-
order systems may assist in discriminating between potential sources of
sensory experiences. This can involve discriminations such as determining
whether or not perceptual experiences are imagined or real (Dijkstra et al.,
2017, 2018, 2019, 2021), or in this case, determining the final percept for
Congruent, McGurk, and Rarely Integrated speech. Interestingly, it appears
these metacognitive systems can make fine-grained discriminations between
matched percepts involving multisensory illusions and fully congruent stimuli
(van Erp et al., 2013). Thus, our findings here provide evidence of the abilities
(and inabilities) of metacognition in being able to distinguish different sources
of sensory experience, across a range of internally and externally generated
sources.

One question that is not answered by the current investigation is whether
our findings here would generalize to paradigms where the sensory signals
obtained by observers are less salient. Specifically, multisensory speech stim-
uli include signals that are easy to perceive; the observer’s lips and voice, at
least in this study, are not particularly “noisy” sources of information (Bishop
and Miller, 2009). Whether our findings would generalize to paradigms that
include more ambiguous stimuli remains to be seen. For example, stimuli that
are frequently used to study spatial and temporal interactions in multisensory
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paradigms are often much more ambiguous (Alais and Burr, 2004; Bertel-
son and Radeau, 1976; Chen and Vroomen, 2013; Ernst and Banks, 2002;
Parise et al., 2012; Shams et al., 2000; Welch and Warren, 1980). Thus, future
studies should aim to see whether results from these experiments replicate in
other multisensory paradigms, including speech paradigms which use differ-
ent speakers and syllable combinations than the ones employed in this study.

One way to improve upon the present design is to sample a much wider
range of audiovisual syllable combinations when comparing across Congru-
ent, McGurk, and Rarely Integrated speech. In the literature on mixed-effects
models (e.g., Judd et al., 2012), it is recommended to sample a wide and rep-
resentative range of stimuli for whatever conditions will be compared against
one another. Therefore, moving forward, as studies of multisensory integra-
tion increasingly incorporate this powerful statistical technique, we recom-
mend expanding the number of stimuli incorporated into specific conditions
to increase the power to detect smaller effects that may be present. We also
recommend expanding the number of participants used in studies of this topic.
For instance, it remains possible that the current study was underpowered to
detect an effect in Experiment 1. It also is possible that McGurk rates differ
across cultures; future studies should aim to systematically explore differences
in McGurk rates across countries and the degree to which English is a first,
second, third (or higher) language.

Further, we think it is important to explore additional “Rarely Integrated”
cases where there is no perceived fusion, but there are strong conflicts that
are difficult to reconcile. For example, in the case of auditory Ba and visual
Fa, there is no integration, but there may be clear representations of both the
auditory perceived syllable, as well as the visual syllable (as Fa has such a
distinct appearance during lip movements). This case stresses the importance
of dual-response paradigms to determine under which cases participants can
accurately represent both the auditory and the visual components of auditory
speech, separate from any intermediate percept that may emerge. These types
of stimuli may also reveal interesting cases of complete visual capture of audi-
tory perception.

Moving forward, paradigms can expand beyond asking about the syllable
and corresponding confidence judgment to make explicit judgments of causal
inference. For instance, it would be interesting to distinguish between three
different types of potential responses: asking about the reported percept on
a given trial; asking if the number of causes is one or two on a given trial;
and asking about the probability of a common cause on a specific trial. Dis-
tinguishing these three constructs is critical because a fusion response (or
auditory-only response) can occur even if p(C = 1) is low because enough
weight is given to the C = 1 percept to drag the final representation into a
specific region of syllable space. Similarly, a fusion response may not occur
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even if p(C = 1) is much higher if the integrated percept is still within the “ba”
region of space.

Overall, we think these results can inform recent work which characterizes
perceptual awareness as a higher-order state in generative models of percep-
tual contents (Fleming, 2020). Specifically, while the Bayesian Causal Infer-
ence models that have dominated multisensory research for the last decade
and a half have produced profound insights into both behavioral (Körding et
al., 2007; Samad et al., 2015) and neural (Rideaux et al., 2021; Rohe and
Noppeney, 2015; Rohe et al., 2019) correlates of multisensory integration,
linking Bayesian models to sensory phenomenology and sensory awareness
has proven extremely difficult (Denison et al., 2020). Our results provide pre-
liminary evidence that metacognition may help distinguish between different
sources of stimuli, even when the reported percept is the same. Future research
should aim to explore the degree to which metacognition helps us make sense
of both the internal and external origins of sensory causes.
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